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SUMMARY

Recent technologies (ICTs) are both necessary and detrimental to society, that is, the information society. They are important because they facilitate and ease the burden of sharing information. However, ICTs are harmful in that they generate risks or challenges to the aforementioned society. Computer cracking, distributed denial of service attacks and man-in-the-middle attacks are some of the risks associated with ICTs. The said challenges encumber ICT regulators with questions, for example whether ICTs are possible to regulate or not, and how to structure those regulations. These questions necessitate, it is argued, a scrutiny of the traditional constraints – namely, the law, social norms and the market and nature − of regulation. Thus, they compel an ICT-regulatory framework which commences from the architecture or nature of the technology to be regulated is essential. However, the structure should move beyond what is referred to as the “codes”.
1
INTRODUCTION

Current forms of technologies (ICTs)
 have become a necessary evil, right? ICTs are essential because they modify and enhance the traditional ways of sharing or exchanging information or data. They enable information or data to be accessed and downloaded online just by the click of a computer mouse. The simplicity in accessing information is associated with the desire to establish a new society, namely, an information or knowledge society.
 This society is not comparable to Plato’s “two-world theory”, that is, the sensible (real or physical) and intelligible (metaphysical) worlds.
 This is so because ICTs do not possess a life of their own. They simply carry out the functions as directed by humans. Sometimes, these functions are beyond the scope of what is normally anticipated in real physical spaces or off-line. Accordingly, they constitute what Simon
 refers to as the “artificial” or “man-made” things or objects. These are objects that are generated by art rather than nature.
 They are not authentic or natural and do not have relations with the essence of the matter, for example the force of gravity.
 ICTs are malicious in so far as they generate risks or challenges to the information society. The examples of these challenges include computer-cracking, distributed denial of service attacks and man-in-the-middle attacks. In more shrewd cases, the challenges have an effect in the manner of controlling or regulating ICTs. Accordingly, questions are asked regarding whether or not ICTs can be regulated and how such a regulatory framework should be organised.
    In the recent past, certain academics have sought to provide solutions to the ICT-regulatory questions. Reidenberg, Von Bertalanffy, Morgan and Yeung, Conant and Ashby, and Lessig are but a few which can be mentioned in this paper. Reidenberg’s ICT regulatory theory
 (or agenda) is founded on what he refers to as Lex Informatica.
 Lex Informatica concedes that the foundation of default rules for a law-making process is the state or government.
 Whereas, the foundation of default rules for ICTs is the “technology developer and the social process” in terms of which the use of the technology develops.
 Von Bertalanffy developed what he termed as the “Systems Theory”.
 This theory states that an ICT-regulatory agenda should be founded on a study of (the whole or wholeness of) systems
 and the dynamics of systems.
 This is the case because systems generally produce their own existence within a computer.
 They cultivate their own languages. These languages are appropriately understood by those who consistently work with these technologies, that is, the technicians or computer programmers.
 The ICT-regulatory scheme which is favoured by Morgan and Yeung is referred to as the “institutionalist theory”.
 It requires an examination of the institutional or organisational frameworks that are essential for ICT governance. Conant and Ashby champion the “Good Regulator Theorem”.
 The theorem is modelled from the approach that “every good key must be a model of a lock it opens”.
 Accordingly, it argues that ICTs are a conglomeration of systems and sub-systems. Some of these systems and sub-systems share similar characteristics and others do not. These characteristics have similar structures or shapes and others do not. Therefore, ICT regulators should develop regulatory structures that appreciate the functioning or non-functioning of the systems and sub-systems. Lastly, the theory which is abstracted from Lessig is called the “Codes-based theory” or “the theory for regulation by codes”. It forms the basis of this paper and is discussed below.

    The view that legal rules may not address the challenges posed sufficiently and/or are generated by ICTs is followed in this paper. The rationale for this is that a regulatory structure which is deduced from the law is generally stagnant and cumbersome.
 However, it is important to note that this perceived insignificance of the law to control recent technologies is not intended to mean that the law ceases to have a role to play in ICT-regulatory schemes. More specifically, it is acknowledged that legal rules should have facilitative function which they ought to carry out together with the other regulatory tools, namely, social norms, market and nature or “architecture”.
 Accordingly, the starting point to commence ICT regulations must involve an examination of the architecture of the technology. This connotes a study of the system and the dynamics of the systems which underlie the technology to be regulated. However, technological architectures are or should not be the end of an ICT-regulatory enquiry. Instead, regulatory frameworks which promote a move beyond a scrutiny of the nature and architecture of ICTs are indispensable. With a view to illustrate this shift, this paper examines the codes-based theory of Lessig. The meaning and evolution of this theory are exposed. Furthermore, it studies the theory for regulation by risks. The essence and importance of this theory for ICT-regulatory purposes are discussed. In addition, it investigates the requisite elements and/or aspects of the latter structure. The last section is the conclusion. It summarises the important points that are discussed in this paper and provides a possible way forward in controlling ICTs.
2
CODES-BASED  THEORY

2 1
Overview

The theory of regulation by codes generally found its significance during the 1990s. Reidenberg
 and Lessig
 are arguably its founders or admirers. The term “regulation” (or “governance”) within the context of the codes-based theory assumes a specific meaning. It refers to a situation where:

“If you want to set up a server on the world Wide Web, you must register and receive a name – domain name – from an Internet registry … when you connect to a site on the World Wide Web, your machine transmits to the site on the Web an address – your Internet Protocol (“IP”) address – so that the machine can find you in return … when you connect to a site with this IP address, the IP address need not provide information to identify who you are; it can be dynamic rather than static; it can be a proxy rather than real – nothing requires that the other side learn anything real about you.”

    The theory is sometimes compared with “techno-regulation”.
 Techno-regulations accept that both the codes and the design of the codes are central to the “regulatory repertoire”.
 Narrowly construed, codes represent “computer codes”.
 The examples are a password, pin and username. In the broad sense, codes symbolise the “architecture”
 and sometimes, the technical architecture of the Internet.
 This relates to all the hardware and software that function as normative rules.
 It comprises the layers that make an ICT infrastructure. These are the content layer (symbols and images), the application layer (Internet or Web programmes), the transport (TCP) layer, the Internet protocol (IP) layer (handles data flow), the link layer (interface between computer and physical layer) and the physical layer (copper, wire and links).

2 2
Theoretical  formulation
Lessig’s theory accepts that differences exist between the real or physical space and cyberspace. The physical space is the space as we know or have come to know it. It amounts to what is referred to as the “sensible” space. However, cyberspace is a space in terms of which people are free from state or government control.
 It is a “mysterious conglomeration of virtual communities”
 and a “lawless frontier where anarchy and vigilantism are alive and well”.
 Despite these differences, Lessig states that there may be instances where computer users encounter similar experiences both in offline and online spaces.
 However, he is quick to admit that, when online computer users encounter these experiences “in groups, in communities, among strangers, among people they come to know, and sometimes alike”.
 Because of the separation between off-line and cyberspaces, Lessig thus argues that the activities that occur in these respective spaces inevitably differ as well. He uses the notion of “dual presence” in order to illustrate these differences. Dual presence implies a situation where computer users occupy two spaces at once. They are both off-line or are in real physical world and online or in virtual spaces. As a result, the manner in which they communicate and transact when in online settings is opposed to that which applies when they are in physical spaces.

    For purposes of ICT regulations, Lessig initially identified three regulatory “constraints”.
 He referred to these as the law, social norms and nature.
 Later on, he added a fourth constraint of regulation, namely, the market.
 Firstly, the law regulates in terms of the tools of detection and effecting.
 Detection presupposes a situation where information about the behaviour of society is gathered.
 This information is necessary in order to channel the behaviour of society towards a particular angle. Effecting is one of the instruments which are used in order to shape or assist in shaping the structure of the law.
 Secondly, social norms are the normative measures which distinguish between acceptable and unacceptable conducts.
 For example, social norms dictate that “I can buy a newspaper, but cannot buy a friend”.
 Thirdly, nature is a constraint which requires an examination to be made of the architecture of a particular phenomenon, including its constituent parts, before a proper understanding of how it operates can be achieved.
 Fourthly, the market constrains by means of the “device price”.

    Having scrutinised the aforementioned constraints, Lessig argues that a proper approach to regulating ICTs is one which investigates their nature or architecture. He then refers to this architecture as “codes”. The use of codes for ICT regulatory purposes is, according to Lessig, due to the fact that the codes of cyberspace are the constitution of that space.
 They define and constitute the online space.
 They develop particular regulatory frameworks within which online activities should be controlled.
 Therefore, a suitable method of controlling modern technologies according to Lessig is one which recognises that:
“(People) meet, and talk (communicate), and live in cyberspace in ways not possible in real space. They (people) build and define themselves in cyberspace in ways not possible in real space. And before they get cut apart by regulation, we (regulators) should know something about their form, and more about their potential.”

    Furthermore, this ICT-regulatory process must comprehend the dis-parities between real or physical spaces and automated or cyberspaces.
 This includes an understanding of how codes regulate as opposed to how legal rules govern.

    In summary, the point of departure for a codes-based theory is an ICT-regulatory agenda which is modelled on codes. This framework accepts the differences between the real and cyberspace. In particular, it recognises that a controlling discourse which is designed for one (real space) can or cannot be suitable for the other (cyberspace). Following the reasoning above, the section below builds on the theory for regulation by codes. However, it is accepted that codes are or should not be the ultimate or sole object of ICT regulations. The latter then necessitates that an ICT-regulatory structure which complements the codes-based theory should be established. Within the context of this paper, this framework is called the “theory for regulation by risks” or “risk regulation”.
3
REGULATION  BY  RISKS

3 1
Overview
The theory for regulation by risks argues that ICTs generally generate challenges or risks. Some of these challenges are so unreal that they were only imagined in science fiction. Let us suppose that A works for a company B. A’s job is to issue and receive cheques on behalf of B. One particular morning, A received a number of cheques from B’s clients. A then deposited some of these cheques to his bank with the intention that the monies that are intended for B should be paid to him. The question here is whether or not the conduct by A amounts to theft. The answer to this question is very simple. By taking and depositing the cheques to his bank, A effected a contrectatio, that is, touching or handling, of or over those cheques.
 He made all this with the intention to terminate B’s enjoyment of its rights to ownership of or over the cheques.
 Consequently, one of the essential ingredients for theft, namely, contrectatio fraudulosa, that is, the fraudulent touching or handling, is present.
 However, the position may be different if A is a computer user situated in country C. A then appropriates online information belonging to B who resides in country D. The difficulty here relates to the fact that a contrectatio of or over B’s online information is impossible. Furthermore, A does not physically or actually terminate B’s rights of ownership or dominium of or over the information. In fact, the original information may still be in B’s possession despite the fact that A has or still retains a copy. Given the aforesaid, it is argued that uncertainties exist regarding, inter alia, the position of the law in cases where a partial dispossession – in the sense of possessing a copy or part of a thing – is proved. These indecisions are even more disconcerting in cases where forecasting and/or anticipating imminent or future challenges and their impact on the regulatory agenda is required to be made.
    Therefore, the theory for regulation by risks submits that the insufficiency, lack, uncertainty or inadequacy of scientific knowledge about the scale or degree of imminent challenges does or should not prevent the taking of measures to address the challenges.
 In other words, the fact that science demands that certainty be established about a particular event or situation ought not to be taken to mean that the measures to avert the event should be postponed.
 However, related information or data about the identified uncertain event must still be scientifically examined before the mechanisms are invoked.

    Notions such as “better safe than sorry”, “look before you leap”, “an ounce of prevention is worth a pound of cure”
 or “prevention is better than cure” characterise the acceptance of risk regulation in society. In some quarters, society associates the plea for the exercise of risk regulation with human awareness or rationality. For instance, it has become rational to wear seat belts and motorcycle helmets in anticipation of an unproven event (accident) and to insure a building or life even in circumstances where there is no certainty regarding the cause and time of the risk (fire, accident or death). The scenario above also has relevance to what may be referred to, in technological terms, as “action handling”. Action-handling has everything to do with “preparedness” – that is, being prepared for an imminent or eventual threat. It requires that one should design measures in order to respond to attacks that may ensue in the future. Within the context of this paper, it implies a situation where certain regulatory or pre-emptive steps in order to alleviate forthcoming risks are introduced.
3 2
Meaning  and  importance

There is no single description of the concept of regulation by risks which exist in modern literature. In some cases, it is described using culture as the lead. In other cases, it is affiliated with a particular discipline.
 However, the absence of a precise definition does not imply that risk regulation fails to possess a “conceptual core”.
 There are those who argue that it conforms to the doctrine of in dubio pro natura.
 This doctrine denotes that in cases where a doubt exists, natural surroundings or nature should be favoured.
 Within the context of regulating ICTs, in dubio pro natura may be interpreted to mean that in cases where there is uncertainty regarding the possibility of risks and/or the structure of regulations, any decision must then be in favour of ICT governance.
 Others state that the theory for regulation by risks is necessary in dealing with modern setbacks to society.
 Accordingly, they equate the theory with the “rules of natural justice”.
 In this respect, it leads or can lead to the attainment of “procedural fairness in decision-making”.

    However, there are criticisms that may be levelled against risk regulation. For example, it may be said that it does not centre on the needs of society. In South Africa this necessity is termed “Batho Pele”. Batho Pele is a South African imperative which translates in English to “people first”. It guarantees the promotion and maintenance of high standards of professional ethics; the provision of services impartially, fairly, equitably and without bias; the utilisation of resources efficiently and effectively; the responding to people's needs; the participation of citizens in policy-making and the rendering of an accountable, transparent, and development-oriented public administration.
 Given the need to restore the principles of Batho Pele it is argued that any argument in favour of the theory for regulation by risks should be made in consideration of the required needs of the people of the Republic of South Africa.
    Four elements or dimensions are identified within which risk regulation operates.
 These are the risk or threat element, the uncertainty element, the action element and the command element.

3 2 1
Risk  element

In terms of the risk dimension, the theory is described by the use of phrases such as that a “potentially dangerous or irreversible threat or damage”. In particular, principle 15 of the Rio Declaration on Environment and Development
 states the following:
“In order to protect the environment, the precautionary approach shall be widely used by States according to their capabilities. Where there are threats of serious or irreversible damage, lack of full scientific certainty shall not be used as a reason for postponing cost-effective measures to prevent environmental degradation.”

    Furthermore, the Science and Environmental Health Network in its so-called Wingspread Statement on the Precautionary Principle (1998) similarly follow this particular line of reasoning. It provides that risk regulation is essential in cases where “an activity raises threats of harm ...”

    The connotation of a “risk” or “threat” as is indicated above needs further examination. Risks or threats are normally associated with danger or harm.
 Accordingly, risks are the measures within which the likelihood of future adverse events is assessed.
 Sunstein provides a philosophical dimension to the overall study of risks. This can be drawn from two of his works, inter alia, the working paper entitled “The Laws of Fear”
 and the book which is titled Laws of Fear: Beyond the Precautionary Principle.
 In his working paper Sunstein identifies what he refers to as the “hysteria and neglect”. Hysteria or neglect is a motivation for an averment that risks exist.
 He alleges that some people resort to “heuristics or mental shortcuts” in order to establish whether or not risks occur.
 Therefore, Sunstein says that “People (generally) dislike losses far more than they like corresponding gains ... (They) tend to focus on the losses that are associated with some activity or hazard and disregard the gains that might be associated with that activity or hazard”.
 The abovementioned arises because, he argues, people pay particular attention to specific risks because they are cognitively available.
 This then enables them to disregard certain risks despite the fact that they are favoured by statistics.

    It is conceded that the world (off-line or online) is a very risky place.
 More specifically, risks almost always pose a grave challenge to human life and/or natural resources. However, it is argued that the presence of risks does or should not be construed as a justification for the taking of irrational decisions under the pretext of responding to perceived risky states of affairs.
3 2 2
Uncertainty  element

The notion that “where there is a risk, there is uncertainty” is the basis upon which the uncertainty dimension is founded.
 This view regards risks as a chance of an uncertain outcome. This chance can be caused by a suspicion of a dangerous situation
 or a long-term hazard which, if action is postponed, can lead to a large-scale disaster. Uncertainty evidences a lack of knowledge about a particular adverse event. In one case, phrases such as a “lack of full scientific certainty”
 or “before a causal
 link has been established by absolute clear scientific certainty” are typically used in order to demonstrate the presence of uncertainty. In others, expressions such as “pending further scientific information for a more comprehensive risk assessment” are resorted to.

    Two sets of uncertainties may be distinguished. They are a macro-level uncertainty and micro-level uncertainty.
 Macro-level uncertainty is more far-reaching than micro-level uncertainty. It refers to doubts about the current structures, normative standards and the proper response(s) to be used in order to respond to the risks.
 Micro-level uncertainty is subject-specific. It discusses the environment (knowledge, models or information) within which particular decisions are made or actions are taken.

3 2 3
Action  element
Uncertainty generally necessitates that certain decisions should be taken.
 Loosely put, “uncertainty justifies action”, that is, the taking of decisions to avert a risk.
 The opinion that “decisions (or action) cannot wait until everything relevant is known” is maintained.
 The decision to be taken in each case depends or should depend on the decision theory that informs such an action. The theory must respond to the dilemma – managerial, statistical, economic, administrative, conflict-minimisation model and casual or non-casual – which is associated with decision-making.

    The element of action relates to the appropriate response to be applied to looming risks.
 According to Sandin, phrases such as “cost-effective measures to prevent … degradation”, “preventive measures” or “regulatory action” are expressions of the action element.
 The use of these phrases can be abstracted from various international instruments. In one case, it is said that regulatory action ought to be resorted to in cases where its costs are reasonably low. In other words, the action should generally be “cost-effective so as to ensure global benefits at the lowest possible cost”.
 In others, it is submitted that a lack of full scientific certainty should not be used as the foundation for postponing these cost-effective measures.

3 2 4
Command  element

The power and influence of the command element vary. There is a weak version and a robust version.
 The weak version is represented by words such as “is justified or justifiable”. Consequently, it may be argued that “it is justified or justifiable to control or inhibit a possibly hazardous situation before scientific certainty is established”. The strong version can be extracted from terms, for example “should or ought”. For example, the action to prevent or regulate the risks should or ought to be adopted even in cases where scientific proof regarding their nature and severity is lacking. Consequently, a lack or insufficiency of science does or should not deter the taking of actions in order to respond to the risks.

    In summary, the theory for regulation by risks is identified as the model from which ICT regulations should be founded. The theory accepts that an examination of the nature of modern technologies is necessary for ICT-regulatory purposes. However, such a study should be approached at the lower level of regulating, that is, as a starting point. Risk regulation requires action to be taken in order respond to risks which may accrue in the future. More specifically, it argues that the uncertainty of risks should not lead regulators into postponing the taking of actions. With this in mind, the section below discusses the aspects of the theory for regulation by risks. These elements guide or should lead ICT regulators during the process of implementing risk regulations.
3 3
Related  aspects
3 3 1
Behavioural  due  diligence
Behavioural due diligence involves a prudential examination of how computer users behave online. The most common means that may be used for this purpose are those that promote an observance of computer-mouse movements, signature recognition, voice verification and keystroke dyna-mics. Two examples can, inter alia, be used in order to demonstrate the manner in which behavioural due diligence operates. In one case, it is conceivable that computer users use signatures which possess symmetrical characteristics – calligraphic information or the geometric property of a signature – that are distinct from other users. Thus, when computer users are expected to sign online documents they characteristically follow a particular pattern when writing their signatures.
 This sequence may be in relation to the appearance, shape, timing or pressure of writing.
 Therefore, behavioural due diligence requires that systems be established that are able to pick up the aforementioned trends. In other cases, computer users follow a characteristic style or pattern when typing particulars on a computer keyboard.
 More specifically, the keystrokes which they enter are distinct, consistent or indiscriminate, and/or follow a particular timing.
 By reason of the dynamics of keystrokes, it is required that ICT’s regulators should commence measures which identify the timing and intervals of the keystrokes, the placement of the fingers on the keys of a computer keyboard and the pressure that is being applied to each key.

    Ultimately, behavioural due diligence accepts that ICTs evolve almost on a daily basis. Because of these constant developments, it is unavoidable that novel risks, which were unknown or unforeseen by regulators at the time of regulating, will emerge. With this emergence, ICT regulators will have to continuously reinvent the ICT-regulatory wheel. Given the fact that a change or development in ICTs does not necessarily lead to a modification of the inherent online behaviours of computer users, behavioural due diligence then argues that ICT regulations which are a representation of the identified behaviours are the most preferred. In particular, they result in situations where regulatory processes are bound to the technology to be regulated and are able to progress with it.
3 3 2
Behavioural  control
Behavioural control is an involving process. It requires that a framework be established which evaluates the risks posed to ICTs and the benefits that recent technologies generate. This amounts to a process in terms of which past, present and forthcoming risks and benefits are studied. Generally, the process must be commenced at a particular level.
 This is referred to as a “level (which) is suitable for analysis”. The ultimate goal thereof is to measure and moderate the risks. The accomplishments of the measuring and mitigating process depend on the complexity of the features that are necessary in identifying the risks.
    However, ICT regulators are urged to remember that some risks are more perverse and complicated than others. Therefore, situations may arise where it may be difficult and, sometimes, impossible for them to forecast forthcoming or impending risks or challenges to ICTs.
3 3 3
Behavioural  monitoring  and  evaluation

Behavioural monitoring and evaluation has to be understood against the background of this paper, which is to establish a holistic approach to ICT regulation. The approach does not embody a top-down or aggregation valuation
 (where the State or Government champions regulations) nor a bottom-up or disaggregation approximation
 (where regulatory industries determine regulations) regulatory agenda. However, it is a structure which recognises that all the affected industries (the State, regulated industries and computer users) produce or can produce better or good ICT regulations.
    Behavioural monitoring and evaluation has everything to do with risk analysis. Risk analysis encompasses three features. These are risk assessment, risk management and risk communication.
 For that reason, it requires an investigation to be made of the context of the risks, the foundation of the risks and the consequences that the risks may have to the affected industries. Generally, it is accepted that not all the risks are worthy of being controlled. Certain risks are so inconsequential that the taking of measures to regulate or standardise them would be a total waste of time and resources.
 Therefore, behavioural monitoring and evaluation investigate whether a risk is acceptable or not,
 or is so “unsafe” that it merits some action.
 It uses the de minimis non curat lex rule as a guide. This rule states that the law does not concern itself with trifles. What this entails for ICT-regulatory purposes is that the risks and the degree of the risks should be segregated. Risk matrixes (or Probability-Impact-Matrix or PIM) could be used in order to assist in making this separation. Thereafter, the risks that can be established in real time (foreseen or foreseeable risks) may be separated from unforeseen or unforeseeable risks. This could be done by studying the existing risks and consequently discerning their long-run comparative orderliness or predictabilities.
4
CONCLUSION

It is demonstrated in the sections above that ICTs are indispensable and unfavourable to the knowledge society. Their importance is demonstrated by the fact that nowadays information or data are exchanged and shared effortlessly. Thus, computer users access and receive information or data just by the click of a computer mouse. However, contemporary technologies are harmful because they generate challenges to ICT regulators. The aforementioned risks are not only limited to the fact that ICTs are borderless, whereas the law operates within borders. They also have relations on whether or not these technologies can be regulated and/or the manner of structuring an ICT-regulatory framework.
    Furthermore, it is illustrated in this paper that specific theorists, for example Reidenberg, von Bertalanffy, Morgan and Yeung, Conant and Ashby and Lessig have played a leading role in trying to respond to the abovementioned challenges. In this paper the theory which is favoured by Lessig – the theory for regulation by codes – is preferred. This preference is made because the codes-based theory supports, at least in part, what is referred to in this paper as the theory for regulation by risks. From the outset, Lessig’s theory acknowledges the existence of a difference between off-line and online spaces. It avers that because of these dissimilarities the activities which are carried out and the experiences which computer users encounter when off-line and online are bound to differ.
 Accordingly, a regulatory framework which is designed for one space cannot be suitable for or adequately address the challenges which are unique to the other space. Following this, Lessig argues that an ICT-regulatory structure should generally examine the nature and architecture of the technology to be regulated. More specifically, it must investigate the manner in which codes regulate as opposed to how the law or legal rules govern.

    Having examined the importance of codes for ICT-regulatory purposes, the theory for regulation by risks is proposed. The theory argues that the foundation of ICT regulation is or should be an examination of the codes. This implies that the system or subsystems and the dynamics of the system or sub-systems should be studied. However, risks regulation submits that it still is necessary to conduct an additional investigation of the risks or challenges which a system generates and how the risks are conceived. The rationale for this is to ensure that regulatory actions or decisions are taken in real time. Furthermore, it is to guarantee that the actions are informed by the risks which were apparent or foreseen at the time of taking the action. Accordingly, certain aspects are discussed – namely, behavioural due diligence, behavioural control and behavioural monitoring and evaluation – which shape risk regulation. These aspects operate as a unit. They certify that ICT regulators establish ICT-regulatory measures that are bound to the technology and are evolving with it. The latter can be achieved by creating a regulatory body, outside of the law, which studies existing challenges to ICTs. This investigation should consequently enable this organisation to predict and forecast upcoming or imminent risks.
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